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Abstract—Reinforcement learning based energy management
strategy has been an active research subject in the past few
years. Different from the baseline reward function (BRF), the
work proposes and investigates a multi-stage reward mechanism
(MSRM) that scores the agent’s step and final performance dur-
ing training and returns it to the agent in real time as a reward.
MSRM will also improve the agent’s training through expert
intervention which aims to prevent the agent from being trapped
in sub-optimal strategies. The energy management performance
considered by MSRM-based algorithm includes the energy bal-
ance, economic cost, and reliability. The reward function is
assessed in conjunction with two deep reinforcement learning
algorithms: double deep Q-learning network (DDQN) and pol-
icy gradient (PG). Upon benchmarking with BRF, the numerical
simulation shows that MSRM tends to improve the convergence
characteristic, reduce the explained variance, and reduce the ten-
dency of the agent being trapped in suboptimal strategies. In
addition, the methods have been assessed with MPC-based energy
management strategies in terms of relative cost, self-balancing
rate, and computational time. The assessment concludes that, in
the given context, PG-MSRM has the best overall performance.

Index Terms—Microgrid energy management, deep reinforce-
ment learning, reward function, optimal scheduling.
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I. INTRODUCTION

M ICROGRID infrastructure can facilitate the integration
of dispersed energy resources such as wind turbines

(WT), photovoltaic (PV), diesel generator, and energy stor-
age system (ESS), as well as controllable loads into future
power grids. This contributes to the goal of reaching carbon
neutrality or net-zero emission in the society. A microgrid
can operate autonomously in the grid-connected mode or
the islanded mode, depending on various technical and eco-
nomic factors [1]. Since its inception in 2003 [2], [3], many
microgrid testbeds have been built to provide electrical (and
thermal) energy to a variety of populations, including rural
houses, public, institutional, industrial, military, and outly-
ing locations, as well as smaller islands and villages that
are not connected to the main grid. Most of the renewable
energy resources, such as photovoltaic and wind, are weather
dependent and are therefore of intermittent nature, requir-
ing the use of intelligent energy management system (EMS).
EMS manages and dispatches distributed energy resources
(including loads) to achieve energy balance within the
microgrid [4].

In the last decade, dynamic programming-based energy
management strategy has been the focus at large in the
research communities. For example, a model predictive control
(MPC) algorithm for real-time energy management based on
offline optimal solution was proposed in [5]. In [6], an energy
storage management system based on MPC which adapts to
the changes of PV output, was proposed and investigated. In
most of the model-based solutions, deterministic microgrid
models are required, and they are often simplified in numerous
ways to reduce the computational complexity. Reference [7]
models the online energy management problem as a stochastic
optimal power flow problem, taking into account the distri-
bution network’s power flow and operational limits. In [8],
an energy management incorporating approximation in the
dynamic programming model and deep neural network was
proposed and investigated. It is worth noting that most of
the aforementioned methods require a prior knowledge of
the mathematical model of the microgrid network, leading
to two known disadvantages [9]: given the diverse ranges of
distributed energy resources, it is a known challenge among
classical EMS to establish accurate mathematical models; and,
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in the case of partially quantifiable system, iterative algorithms
are inevitably required to establish the model. However, since
convergence is usually not guaranteed by these algorithms,
their real-time implementation is rather limited.

In the past few years, the use of deep reinforcement learning
(DRL) to overcome the challenges faced by the model-based
techniques is gaining research attention, especially during
the aftermath of AlphaGo’s victory over human chess play-
ers [10]. In essence, DRL algorithm is a model-free machine
learning technique that is built based on the fundamental con-
cept of sequential decision making, which is accomplished
through continuous interaction between the decision makers
(agents) and the environment. The agent constantly monitors
the environment, takes action, and develops awareness in order
to accomplish its objectives in real-time setting [11]. DRL-
based approaches eliminate the need of prior modeling of
the plant, but instead, it uses iterative calculation, normally
through a large amount of data, to build the agent’s optimal
control/decision strategy. DRL has been used in a variety of
applications to date, including video games, robot motion con-
trol, self-guided automation, and intelligent human-machine
interaction [12].

As far as microgrid application is concerned, DRL
algorithms have been studied in conjunction with vari-
ous optimization of energy storage and dispatch manage-
ment [13]–[17]. This learning-based technology trend is
expected to accelerate the adoption of microgrid technol-
ogy as they inherently consider the stochastic nature of the
renewable resources and fossil-fuel-driven electricity prices.
Reference [18] proposes an energy trading algorithm for
scheduling the microgrids based on future projections. Deep
reinforcement learning is used to determine the energy trans-
action between the microgrid and the power plants. It was
shown that the combination of prediction and decision-making
can lead to improved convergence time. Reference [19] pro-
poses a hybrid optimization technique using an artificial
neural network (ANN) and Q-learning for a home energy
management scheduling. Another home energy management
framework is studied in [20], in which the framework merges
extreme learning machine and multi-agent Q-learning. The
technique places a high premium on prediction engagement, as
a result, the forecast could become a hindrance to developing a
real-time dispatch strategy. In [21], a smart microgrid dynamic
energy management system is developed through the design of
a reinforcement learning framework that continuously analyzes
current demand and generation data in order to generate real-
time dispatch commands. In [22], a dual-network approach
based on deep Q-network is proposed for the scheduling of
real-time charging or discharging of electric vehicles. On the
other hand, a double deep Q-learning algorithm with prior-
ity replay strategy and dual structure is studied in [23] for
real-time dispatch of community battery energy storages. From
previous works, it can be established that in most cases the
performance of DRL policies depend rather significantly on
the reward function design.

In DRL-based prior arts, the microgrid EMS problem has
been solved primarily through the use of incentives/rewards of
operating cost and power balance. Intuitively, in the context of

agent training, the quality of the reward signal will be affected
by: (i) the hard constraints due to the size and variety of
dispatchable DERs; and, (ii) the range/variety of the avail-
able training episodes (note: an episode is a complete play of
the agent interacting with the environment). For example, in
an episode where the renewable energy is inherently scarce,
even with the maximum output from the size-limited ESS,
additional power imports from the main grid are required to
ensure an uninterrupted supply. Nevertheless, if the reward to
the agent is based only on the running cost and self-balancing
rate, under the above scenario, the reward related to the ESS
will not contribute to the “on-going” training process. This
is a sparse reward problem known to DRL community. This
problem typically causes the training to converge more slowly
and may even lead to a suboptimal agent/strategy. In the
context of classical, forecasting-based optimal energy manage-
ment, apart from the cost function design, the accuracy of the
forecasting techniques will normally dictate the performance
of the energy management. Similarly, in the present context,
an effective design of the reward function is crucial to produce
an accurate and effective scheduling strategy.

This paper proposes a new multi-stage reward mechanism
(MSRM) for deep reinforcement learning algorithm to over-
come aforementioned problems. First, MSRM comprising step
reward, final reward, and external expert intervention are
designed. Step and final rewards account for energy cost,
power balance, and system reliability of the microgrid. The
external expert intervention is designed with microgrid-related
conditions to limit the explorable action space during training.
In additional, DRL based on baseline reward function (BRF)
is added for direct comparison. In terms of DRL algorithms,
two of the common algorithms are used here: deep double
Q-network (DDQN) and policy gradient (PG). DDQN is well
known among the practitioners to overcome the common over-
estimation problem in DQN [24]. PG, on the other hand, has
the advantages of simplicity and convergence [25], and being
more effective for high-dimensional action spaces [26]. Some
notable PG examples include the high-dimensional robot con-
trol problem [27], and large-scale microgrid [28]–[31]. It is
also worth noting that more advanced DRL agents, such as
deep deterministic policy gradient (DDPG) and actor-critic
(AC) [26], [32], which are essentially advanced versions of
PG and DQN, are available [33]. The four DRL algorithms
(DDQN-MSRM, DDQN-BRF, PG-MSRM, and PG-BRF) are
assessed in terms of convergence capability (i.e., reward-
episode performance, explained variance) and detailed aspects
of microgrid energy management (i.e., battery SOC and
power, cost, and CO2 reduction). In addition, these algo-
rithms are benchmarked against the existing methods (model
predictive control with 8/12 moving horizon) in terms of cost,
self-balancing rate, and computational complexity.

The remainder of this paper is organized as follows.
Section II describes the microgrid structure. Section III dis-
cusses the energy dispatch strategy based on Markov Decision
Process. Section IV illustrates MSRM and BRF. Section V
states the fundamental forms of DDQN and PG. Section VI
summarizes and discusses the two-part assessment: compari-
son among the four DRL algorithms, and the benchmarking
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Fig. 1. Example of a community microgrid.

with the energy management based on rolling horizon model
predictive control. Lastly, Section VII concludes the paper.

II. MICROGRID STRUCTURE

Fig. 1 depicts a grid-connected community microgrid that
is comprised of wind generation system, solar PV genera-
tion system, battery energy storage system, critical load (CL),
and noncritical load (NCL). The microgrid operates in grid-
connected mode and participates in the real-time electricity
market. The daily dispatch is divided into T time steps, indexed
by {1, 2, . . . , T}. The interval of each time step is �t = 24/T .
The composition of the microgrid is described in the following
subsections.

Active power outputs of the wind and PV generation are
known respectively as PWT

t and PPV
t . The training data cor-

responds to the actual production data of wind and solar
plant.

The microgrid contains two types of loads: CLs and NCLs.
Training data of CL and NCL correspond to the actual data of
the Cardiff Council community in Wales, UK [34]. In the event
of the main grid disruption, the microgrid will switch from the
grid-connected mode to the islanded mode. To ensure a con-
tinued supply to CL, the power dispatch to NCL may be shed
accordingly. The loads’ total active power PL

t is calculated
using

PL
t = PCL

t + PNCL
t (1)

where PCL
t and PNCL

t are the active power demand of CL and
NCL load. This distinction can better determine the configu-
ration of energy storage capacity. When the main network is
unable to supply power, the noncritical load can be curtailed,
and energy storage ensures that the critical load can continue
to operate for a longer period of time.

Two types of energy storage system (ESS) are considered in
this work: high-power-density ESS (HPE) and high-capacity
ESS (HCE). HCE has a high capacity and can be used for
long-term power generation. HPE has a high discharge rate,
which enables it to be used to meet short-term peak electric-
ity consumption. The battery size is designed to power the
CL for at least 3 hours. At each time step t, the charging or
discharging power PE

t and the state of current of the ESS �E
t

are constrained by eqns. (2)–(4).

0 ≤ PE
t ≤ PE

max (2)

�E
min ≤ �E

t ≤ �E
max (3)

�E
t+1 = �E

t (1 − σt) + IE
t · �t · ηt/BE (4)

Fig. 2. Markov decision process for microgrid energy management.

where PE
max is the maximum charging or discharging power,

E = {HPE, HCE}, �E
max and �E

min are the maximum and min-
imum energy levels of the ESS, σt ∈[0, 1] is the self-discharge
rate, ηt ∈[0, 1] is the charging or discharging efficiency, and
IE
t is the charging (positive) or discharging (negative) current.

The power exchanged between the microgrid and the main
grid PG

t should be limited:

−PG
max ≤ PG

t ≤ PG
max (5)

where PG
max is the maximum active power that can be imported

from or exported to the main grid.
The cost of purchasing active power from the main grid at

time step t is computed by

CostGrid
t = PG

t · ρt · �t (6)

where ρt is the real-time electricity price at time step t.

III. MARKOV DECISION PROCESS-BASED ENERGY

DISPATCHING STRATEGY

As illustrated in Fig. 2, this study models the microgrid
energy management process as a Markov decision process
(MDP). In general, MDP takes into account the stochastic
nature of the renewable energy sources, real-time electricity
price changes, and the state of charge of the ESS to deter-
mine the system state and the corresponding energy dispatches.
An MDP can be described by the tuple 〈S, A, P, R〉, which is
elaborated in the following subsections.

A. State Space

The state at time step t is described as St = (PL
t , PPV

t ,

PWT
t , ρt,�

HPE
t ,�HCE

t ) which consists of the following
information: the total active power loads PL

t , the PV active
power output PPV

t , the active power output of wind turbines
PWT

t , the real-time electricity price ρt, the state of charge in
the HPE �HPE

t , and the state of charge in the HCE �HCE
t .

B. Action Space

The microgrid dispatch signals for time step t is described as
At = (PHPE

t , PHCE
t , PG

t ), which includes the HPE active power
PHPE

t , the HCE active power PHCE
t , and the active power

exchange with the main grid PG
t .
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C. State Transition Probability

In MDP, the agent will execute action At according to the
current state St of the environment at time step t, and state
St will transition to St+1. The state transition probability p
describes the probability of transition from state s ∈ S to s′ ∈ S
given an action a:

pa
ss′ = p

[
St+1 = s′|St = s, At = a

]
. (7)

D. Reward Function

The reward function consists of three parts: self-balancing
rate Rself −balan

t ; reliability rate Rreliab
t ; the cost of electricity

transaction with the main grid CostGrid
t (as defined in (6)).

The self-balancing rate and reliability rate are defined in what
follows.

The proportion of grid-connected microgrids that rely on
distributed energy resources reflects the microgrid’s power
supply capacity and degree of grid dependence [35]. The load
ratio that a grid-connected microgrid can supply entirely on its
own during a given period is referred to as the self-balancing
rate, which can be modeled as in (8). When the self-balancing
rate reaches 1, it indicates that the entire load demand is sup-
plied by energy sources within. It then reduces the carbon
dioxide emissions Creduction

t which can be calculated using (9).

Rself −balan
t = Pself

t

Ptotal
t

= 1 − Pgrid−to−load
t

Ptotal
t

(8)

Creduction
t = τelec · Pself

t (9)

where Pself
t is the power supplied by distributed energy

resources, Ptotal
t includes user load and battery charging power,

Pgrid−to−load
t is the power supplied from the main grid, Creduction

t
is the emission reduction achieved, τelec is gaseous fuel
conversion factor provided by the British government [36].

The reliability rate is defined as the ratio of the total power
supply to the total load demand, as shown in (10).

Rreliab
t = PPV

t + PWT
t + PHPE

t + PHCE
t + PG

t

PL
t

(10)

Then, the reward function of microgrid energy management at
time step t is modeled in (11) as.

Reward(St, At) = f (Rself −balan
t , Rreliab

t , CostGrid
t ) (11)

where f (·) is an multi-stage evaluation mechanism based on
Rself −balan

t , Rreliab
t , and CostGrid

t .

E. Modeling Markov Decision Process

The final objective of an MDP is to establish an optimal
policy π∗ that maximizes the expected total reward for the
T-hour horizon:

υ∗ = max
π

T∑

t=1

Reward(St, At)pπ (At|St) (12)

where policy π is a decision rule that determines the action for
a given state, and pπ (At|St) is the action probability specified
by the policy π in each state.

Fig. 3. Reinforcement learning training process using MSRM.

IV. MULTI-STAGE REWARD MECHANISM

In typical DRL-based EMS schemes, baseline reward func-
tion (BRF) is commonly used to account for the microgrid’s
operating cost and power balance. The reward is returned to
the agent at time step t. The BRF is commonly defined as
follows [8], [22], [37]–[39]:

rt = −
(

CostGrid
t + Dreliab

t + Dself −balan
t

)
(13)

CostGrid
t =

T∑

t

PG
t · ρt · �t (14)

Dreliab
t =

T∑

t

(∣∣∣PPV
t + PWT

t + PHPE
t + PHCE

t + PG
t − PL

t

∣
∣∣
)

(15)

Dself −balan
t =

T∑

t

(∣∣∣Pself
t − Ptotal

t

∣∣∣
)

(16)

where, CostGrid
t is the cost of purchasing active power from

the main grid, Dreliab
t is active power balance equation, and

Dself −balan
t is the power equation for the self-supply of the

microgrid using distributed energy. The added negative sign
signifies that maximizing the rewards (i.e., less negative
numerical number) will lead to smaller active power import
cost, better active power balance or reliability, and better self-
balance. However, as described earlier (and will be shown in
the result section), this simple reward function design may
lead to sparse reward problems, affecting the quality of the
agents [39].

To improve this aspect, a multi-stage reward mechanism
(MSRM) that aims to increase the training efficiency and there-
fore the optimality of the trained learning agent, is proposed.
The reward mechanism is comprised of three stages: step
reward, final reward, and external expert intervention. The
reinforcement learning and training process using MSRM is
shown in Fig. 3. What follows illustrates MSRM and its inte-
gration with the RL technique. The performance of MSRM
will be benchmarked with BRF, as will be elaborated later.
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A. Step Reward

Step reward is an instant reward returned to the agent after
each step, which can represent an assessment of the current
environment. Step reward will return reward according to three
indicators , as show in (17).

rstep
t =

[(

1 −
(

t∑

i=1

Rself −balan
i

)/
t

)

+
((

t∑

i=1

CostGrid
i

Cost∗i

)/
t

)

+
(

1 −
(

t∑

i=1

Rreliab
i

)
/

t

)]

∗ ζ1 (17)

Cost∗t =
(

PCL
t + PNCL

t − PPV
t − PWT

t

)
· ρt · �t (18)

where ζ1 is a penalty coefficient, and the choice of ζ1 coeffi-
cient is obtained through trail-and-error [15]. The empirically
determined value is ζ1 = −10 (note: negated value is required
here to make sure that the step reward can comply with return
maximization). The first term of (17) reflects the self-balancing
rate of the microgrid from time step 1 to t. The second term
of (17) represents the degree of savings in operating costs
from time step 1 to t, where Cost∗t is the electricity trans-
action cost without energy storage system power supply, as
defined in (18). The third term of (17) reflects the reliability
rate from time step 1 to t. Note that the purpose of introducing
the denominator in the second term is to ensure that its reward
value is of the same order as the other two terms, which are in
the range of 0 to 1. The denominator is explicitly constrained
to be non-zero; alternatively, to achieve the same effect, one
can separate the second term from rstep

t and introduce a new
weighting factor ζ to scale its value range.

B. Final Reward

Final reward keeps track of the environmental changes dur-
ing each time step and then assesses the agent’s behavior
during the time step. The final reward will be return rewards to
the agent at the conclusion of each episode, giving the agent
a comprehensive evaluation with the aim of improving the
agent’s pursuit of long-term benefits. Similar to the reward
function defined in Section III-D, the final reward is also com-
prised of three components. At the end of an episode, the final
reward rfinal = ∑T

t=1 rt1 + rt2 + rt3 is returned to the agent, as
described below.

The first final reward component evaluates the contribution
of the agent’s actions to the grid self-balancing rate (defined
in (8)):

rt1 =

⎧
⎪⎪⎨

⎪⎪⎩

(
1 + PE_discharge

t

Ptotal
t

)
· ζ2, Rself −balan

t ≥ 0.95
(

PE_discharge
t

Ptotal
t

)
· ζ2, Rself −balan

t < 0.95
(19)

where PE_discharge
t is the battery’s discharge capacity at the

interval t of each time step. Rself −balan
t and Ptotal

t have been
defined above. ζ2 is a reward coefficient that is set empiri-
cally to 20, and rt1 is proportional to the battery output PE

t .
When Rself −balan

t ≥ 0.95, this final reward component gives
artificially higher rewards (i.e., with the added reward “1”) to

the environment when ESS participates more in the schedul-
ing. When Rself −balan

t < 0.95, this reward component will still
give some rewards based on the contribution of the agent’s
actions.

The second final reward component evaluates the contribu-
tion of the agent’s actions to the electricity transaction cost
(defined in (6)):

rt2 =
(

1 − CostGrid
t

Cost∗t

)
· ζ2 (20)

Intuitively, this final reward component increases as CostGrid
t

decreases, which means that the cost of electricity decreases.
The third final reward component evaluates the contribution

of the agent’s actions to the supply reliability (defined in (10)):

rt3 =
{

ζ2, Rreliab
t ≥ 0.95

0, Rreliab
t < 0.95

(21)

where Rreliab
t is the reliability rate as already defined in

eqn. (10). Effectively, this final reward component exists only
when the supply reliability is guaranteed. It is worth highlight
that all the final reward components are of the same order, and
weighting factor ζ2 has been added to scale the totaled final
reward component against the step reward component. Note
also that eqns. (19) and (21) have threshold setting that differ-
entiates them significantly from the step reward. For example,
in eqn. (21), the reliability rate must be more than 0.95 to be
rewarded with a constant value; otherwise, a zero value. The
basis of such setting is that a reliability lower than 0.95 would
have a very significant impact on the grid users. In the classi-
cal power system, grid reliability typically kept to a very high
level (e.g., above 0.99). This value can be readily adjusted by
the final user. Intuitively, the “human-perception-based” logic
should not apply to the electricity purchase cost, hence the
threshold setting does not apply.

C. External Expert Intervention

The external expert intervention stage will assess the current
state of the environment and decides explicitly on the out-
puts during the agent training stage. A basis of designing the
“expert” inputs can be through the prior knowledge derived
from the classical rule-based or optimization-based energy
management techniques. Intuitively, if the state of the environ-
ment exceeds predefined limits, external inputs will intervene
the learning process through additional rules. In other words,
the agent uses the external inputs outside the episodes to mod-
ify the policy. The external expert intervention used in this
work is summarized as follows:

PE
t+1 =

⎧
⎪⎨

⎪⎩

Pcrtl
t , Soct−1 to t > 85 and Rself −balan

t−1 to t > 0.9

Pch
t , Soct−1 to t < 25 and Rself −balan

t−1 to t < 0.9
PDRL

t , other

(22)

Pctrl
t = PCL

t + PNCL
t − PPV

t − PWT
t (23)

Pch
t = UE

t · IE
ch (24)

IE
ch = rch · BE (25)

where Pctrl
t is the ESS power command (under the power con-

trol mode), Pch
t is the ESS charging power command (under
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Algorithm 1 Multi-Stage Reward Mechanism
1: Set penalty coefficient ζ1 and reward coefficient ζ2
2: for episode in 1 to M do
3: Initialize final reward rfinal and step reward rstep

t
4: for t in 1 to T do
5: Observe state St and action At

6: if External expert intervention is met then
7: PE

t+1 is given by expert inputs
8: else
9: PE

t+1 is given by DRL
10: end if
11: Calculate step reward at every t:rt = rstep

t
12: Calculate final reward at every t:

rfinal = rfinal + (rt1 + rt2 + rt3)

13: if episode terminates t = T then
14: rt = rfinal

15: else
16: rt = rstep

t
17: end if
18: end for
19: end for

constant current charging mode) and PDRL
t is the ESS power

determined by DRL Agent. UE
t is the terminal voltage of ESS,

and IE
ch is the charging current (which is calculated from the

charging rate rch and the ESS capacity BE). The “t − 1” nota-
tion indicates that the expert will gather the earlier system
states (two time instants) when making the external inter-
vention. In essence, the first condition of eqn. (22) helps to
improve the training model quality in avoiding battery inactiv-
ity (which tends to happen without the external intervention),
e.g., when the load is high; the second condition helps to
encourage battery charging, e.g., when the renewable energy
is abundant. Based on the intended design, charging of battery
system is encouraged to take place when the electricity price
is sufficiently low, and/or when the battery’s SOC are very
low in values. It is worth highlighting that, unlike the clear
charging and discharging conditions adopted in optimization-
based energy management, parts of the DRL’s training logic,
i.e., reward sub-component, may not follow the “deterministic”
charging rule so long as the energy management’s overarch-
ing goal is maintained through the full reward function design.
MSRM algorithm is summarized in Algorithm 1.

V. DEEP REINFORCEMENT LEARNING METHOD

DRL fits a value function or a policy function using a deep
neural network (DNN) and is capable of handling higher-
dimensional state spaces than the regular RL. This means that,
given sufficient data, DNN can be trained to replicate any
desired input-output relationship. With reference to [15], [40],
two common yet distinctive DRL algorithms are selected here
as the control methods of microgrid distributed energy dis-
patching, namely double deep Q-network (DDQN) and policy
gradient (PG). These are two of the DRL agents available in
MATLAB’s Reinforcement Learning Toolbox on which the

proposed MSRM will be assessed. Basic definition of these
two learning agents is summarized in what follows.

A. Double Deep Q-Network (DDQN)

Deep Q-network (DQN) technique is incorporated with the
following features:

1) DQN uses a deep convolutional neural network to
approximate the value function to handle a larger state
space;

2) DQN uses replay memory to train the learning process
to break the correlation between data;

3) DQN independently sets up a target critic network
to calculate the action-value function of the temporal
difference (TD) target to improve the stability during
training.

A well acknowledged shortcoming of DQN is its inability
to overcome the overestimation problem, in which the esti-
mated value function is greater than the true value function.
Overestimation will result in a suboptimal final policy. To
address this issue, the DDQN method is proposed in [24].
DDQN implements action selection and evaluation using a
variety of different value functions, as shown below [24]:

θt+1
′ = θt

′ + α

[

Rt + γ Q

(

St+1, arg max
αt+1

Q
(
St+1, at+1; θ−

t

); θt
′
)

− Q
(
St, at; θt

′)
]

∇θt
′Q
(
St, at; θt

′) (26)

where action’s choice is determined by the action-
value function Q(St+1, at+1; θ−

t ), and the action’s
evaluation is determined by the action-value function
Q(St+1, arg maxαt+1

Q(St+1, at+1; θ−
t ); θt

′).

B. Policy Gradient

Policy gradient algorithm [25], [41] is a policy-based rein-
forcement learning method. The policy-based method is to use
a parameterized linear function or a nonlinear function (such
as DNN) to represent the policy as πθ (a|s). Then, the optimal
parameter θ that maximizes the expected cumulative return is
to be found. The expected cumulative return is expressed as
follow [41].

U(θ) =
∫

m
Pθ (τ )R(τ )dτ (27)

where m is the set of all possible trajectories, Pθ (τ ) is the
probability of sequence τ occurring under the policy πθ (a|s),
and R(·) is the cumulative return. To maximize the expected
cumulative return, we calculate the gradient for parameter θ ,
as shown [41]:

∇θ U(θ) =
∫

m
∇θPθ (τ )R(τ )dτ

=
∫

m
Pθ (τ )

∇θPθ (τ )R(τ )

Pθ (τ )
dτ

=
∫

m
Pθ (τ )∇θ log Pθ (τ )R(τ )dτ

= E{∇θ log Pθ (τ )R(τ )} (28)
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Fig. 4. Training on the same data set that the line represents the mean of many trainings, the shadow region represent the deviation. Compare (a) and (c)
to examine the impacts of MSRM and BRF in the PG algorithm, Compare (b) and (d) to examine the impacts of MSRM and BRF in the DDQN algorithm.

If the system is Markovian, Pθ (τ ) can be calculated from
the joint probability of each variable in the sequence [25]:

Pθ (τ ) = P(s0)

T∏

t=0

P(st+1|st, at) · πθ (at|st) (29)

where P(st+1|at, st) is the state transition probability, which
has nothing to do with the strategy parameters and can be elim-
inated in the calculation of the strategy gradient [41]. Finally,
the formula of the policy gradient can be expressed as [41]:

∇θ U(θ) = E

{
T∑

t=0

∇θ logπ(at|st)R(τ )

}

. (30)

VI. SIMULATION RESULTS AND ANALYSIS

The low-voltage microgrid has been depicted in Fig. 1. It
has an 800 kW wind farm, a 500 kW photovoltaic power
plant, a 560kWh high-power-density energy storage system,
and another 1190kWh high-capacity energy storage system.
The load demand is configured in accordance with the Cardiff
Council community’s actual load profile [34]. The maximum
and minimum limits of the battery’s state of charge are set
as 90% and 20%, respectively. Parameters of the distributed
energy resources (DERs) and loads are tabulated in Table I.
The load, solar power, and wind power profiles, as well as
the UK real-time electricity price data, in 2018 are used. The
agent’s DNN utilizes the training data from January 27th 2018
and October 16th 2018, with 80% initial battery SOC. To
ensure a fair comparison, the structure of the DNNs used in
DDQN and PG are identical. DNN is comprised of three fully-
connected layers: each layer has 100 neurons and it employs
ReLU activation function. The MATLAB software is exe-
cuted in a computing workstation with AMD Cores R5-5600X,

TABLE I
PARAMETER OF DISTRIBUTED ENERGY RESOURCES AND LOADS

4.6GHz and 32 GB RAM. For a comprehensive benchmark-
ing, this section analyzes four algorithms: DDQN-MSRM,
PG-MSRM, DDQN-BRF, and PG-BRF with their conver-
gence ability and energy management performance elaborated
later. In Section VI-C, the DRL methods are comprehen-
sively assessed with the model predictive control based energy
scheduling methods [42], [43].

Broadly speaking, during the initial stages of training
for each algorithm, the agent will make numerous random
choices. This causes the agent’s reward to fluctuate signifi-
cantly. Despite earlier fluctuation, the overall reward is on the
upward trend. As the training covers more episodes, the reward
progressively stabilizes and the training converges, which indi-
cates that the agent can now choose the action strategy that is
more consistent and closer to the application’s objective.

A. Convergence Capabilities

This subsection evaluates the performance of MSRM in
improving the convergence characteristic over the baseline
reward function. All the algorithms were trained using the
same data set with the same samples order. Fig. 4 depicts
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Fig. 5. Explained Varience between the true Q value and the estimated Q
value under the same test state set.

the training procedure for all four algorithms. In the early
exploration stage, the BRF’s reward varies significantly. After
approx. 1000 episodes, the reward begins to converge but with
a downward trend (especially for DDQN-BRF). The results
indicate that the BRF-based DRL algorithm tends converge
to a suboptimal solution after a somewhat significant volatil-
ity during the exploration stage, take longer time to improve
in terms of reward outcome. In comparison, the MSRM-based
DRL algorithm continues to enhance reward expectations after
the discovery stage in a gradual manner and stabilizes after
about 2000th episodes (DDQN-MSRM) or 3500th episodes
(PG-MSRM). Both results hint about the ability of MSRM in
providing more gradual but accurate guidance and in ensuring
a more reliable learning outcome.

What follows analyzes the performance of the reward mech-
anism/function in conjunction with DDQN algorithm. The
basis of analysis is that since the Q-value updates of the
Q-learning-based algorithms are calculated based on the esti-
mated Q-values, the discrepancy in the estimated value (from
the true value) may lead to over-actions and eventually lead-
ing to suboptimal training outcome. Explained variance can
be calculated as follows [44]:

explained variance = 1 − var(valueture − valueestimate)

var(valueture)
(31)

where the range is (−∞, 1]. “1” means that the estimated
and true values are essentially the same. Fig. 5 describes the
Explained Variance between the true Q value and the estimated
Q value of the DDQN-MSRM and DDQN-BRF, respectively.
It is evidenced that MSRM is consistent in resulting in small
variance whereas BRF tends to result in overestimation of the
value function.

B. Energy Management Performance

The trained agents from the four DRL algorithms (as
described in Section VI-A) are subject to further assessment of
their energy management performance. Fig. 6 depicts the typ-
ical wind turbine, photovoltaic, and load day-profiles together
with the real-time electricity price. The ESS and grid power
scheduling and the corresponding ESS’s SOCs are summarized
in Figs. 7 and 8, and the time interval �t for scheduling is
30 minutes. Fig. 7 shows that, as compared to RBF-agent,
MSRM-agent results in a better tracking of the renewable
energy output by better utilizing the two ESS systems. The
ESS is charged during the periods of high renewable energy
input and is discharged during the periods of peak loadings. On

Fig. 6. Profiles of PV, WT, LOAD and electricity prices in a typical day.

TABLE II
THE TIME TO TRIGGER THE BATTERY PROTECTION

MECHANISM IN A TYPICAL DAY

the other hand, the RBF-agent consumes more electricity from
main grid and under-utilize the available renewable energy
resources. It is worth highlighting that the focus here is on the
likelihood of the DRL agents to be trained into converging to
an improved energy management performance. This is anal-
ogous to improving the accuracy of the stochastic short-term
forecast models in conventional, dynamic-programming-based
EMS algorithms.

Fig. 8 shows the SOC values of the ESSs for all four
algorithms. Figs. 8c and 8d show that the BRF-based agents
tend to activate the overcharge and over-discharge protection
mechanisms, as compared to MSRM-based agents. Table II
summarizes the duration of triggered battery protections. It
clearly shows that the BRF-based agents have longer inopera-
ble period as compared MSRM-based agents, especially for the
overcharge scenario. The over-discharging situation in Table II
can be explained primarily by the pursuit of the behavior of
DDQN-MSRM and PG-MSRM towards discharging due to
the self-balancing requirement (based on eqn. (19)), leading to
slight over-discharging. However, comparatively, the discharge
duration is much smaller than those in BRF counterpart. Note
also that the over-charging has been effectively mitigated by
MSRM-based techniques.

Lastly, Table III shows the operational results of the four
agents for a week period. The results clearly hint that the

Authorized licensed use limited to: to IEEExplore provided by University Libraries | Virginia Tech. Downloaded on March 05,2024 at 22:07:46 UTC from IEEE Xplore.  Restrictions apply. 



4308 IEEE TRANSACTIONS ON SMART GRID, VOL. 13, NO. 6, NOVEMBER 2022

Fig. 7. Compare the scheduling results of different methods in a typical day.

Fig. 8. Battery SOC change in a typical day.

MSRM-based agent has the potential to produce a bet-
ter energy management performance in terms of economic
and technical performance (and consequently, the environ-
mental performance too, e.g., CO2 reduction, calculated
using (9)). Incidentally, as compared to other algorithms, the
PG-MSRM algorithm can minimize the carbon emissions of

TABLE III
COMPARISON BETWEEN USING MSRM AND USING

BRF IN A TYPICAL WEEK

the distribution grid to as much as 30 tons per week and
improve the self-balancing rate to 99.53%.

C. Comparison With MPC-Based Scheduling

The four methods are further compared and analyzed
with two MPC-based scheduling methods [42], [43]: MPC-
8 and MPC-12. They are rolling-horizon optimization with
control horizon of 8 and 12 steps, and with real-time fore-
cast [42], [43]. The real-time forecast is simplified here
through the addition of random error (max 10%), imitating
forecast error, to the original data [17]. The time interval �t
of each step is 30 minutes. In addition, all methods are bench-
marked against the optimal scheduling which assumes that all
future forecast is accurately known. The objective function
used by the above methods is show in eqn. (32) and is con-
strained by eqns. (2)-(5) [42], [43], [45]. The power balance
is considered as a hard equality constraint, as in eqn. (33).

minimize
(

CostGrid
t + Dself −balan

t

)
(32)

PPV
t + PWT

t + PHPE
t + PHCE

t + PG
t = PL

t (33)
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Fig. 9. The performance of different methods is compared through 250 test
scenarios in box plot; use a solid blue line with a circle mark to indicate the
mean of each group of tests.

All methods will be run in 250 test scenarios. The test scene
is different from the scene in the Section VI-A training set. The
ideal optimal scheduling serves as the benchmark to calculate
relative scores, which measure the gaps between the methods
and the best schedule. The relative cost is calculated through:

CostGrid
rel =

∣∣∣CostGrid
optimal − CostGrid

other

∣∣∣ (34)

where CostGrid
optimal is the operating cost calculated using the

optimal scheduling, and CostGrid
other is corresponding coun-

terpart for the DRL methods and MPC-8/12. The relative
self-balancing rate Rself −balan

rel is calculated using:

Rself −balan
rel =

∣∣
∣Rself −balan

optimal − Rself −balan
other

∣∣
∣ (35)

where Rself −balan
optimal is the self-balancing rate calculated using

the optimal scheduling, and Rself −balan
other is the correspond-

ing counterpart for the DRL methods and MPC-8/12. Since
power balance is assumed, reliability rate is not applicable to
MPC-8/12.

The comparison results are summarized in the form of box
plots in Fig. 9. Firstly, PG methods generally perform better
than DDQN methods. This somewhat agrees with the expecta-
tion of PG deals better with large action space as compared to
DQN methods [26]. Secondly, the difference between the PG-
MSRM and the optimal strategy is small, having the average
relative cost of £14.3 and the average relative self-balancing
rate of 0.245%. This represents a significant improvement as
compared to PG-BRF and DDQN methods. Thirdly, MPC

TABLE IV
COMPARISON OF ONLINE EXECUTION TIME IN ONE SCENARIO

(48 STEPS) OF DIFFERENT METHODS (UNIT:S)

methods generally perform better than DRL methods based
on BRF, with MPC-12 (average relative cost is £92.91; aver-
age relative self-balancing rate is 2.34%) being slightly better
than MPC-8 due to longer control horizon.

The online execution time of various methods is tabulated
in Table IV. It is seen that DRL methods require a fraction
of time as compared to MPC methods. This is expected as
MPC requires real-time optimization while DRL agents has
much simpler computation with the trained neural network.
The advantage of DRL methods will likely be more obvi-
ous in more-complex system (e.g., those require AC power
flow model [8]) and system with smaller time step (e.g.,
the time interval �t of each step is 15 minutes in [42]).
Finally, the implementation difficulties of these methods can
be briefly summarized as follows: both DRL and MPC method
require a large amount of environmental data to train/build the
agent/model. While MPC faces with the problem of accurate
forecasting model and prediction accuracy, DRL also faces the
problems of long offline training and evaluating suitability and
effectiveness of reward function design.

VII. CONCLUSION

This paper proposes and investigates a multi-stage reward
mechanism aiming to improve the sparse reward problem
encountered in the deep reinforcement learning based
microgrid energy management. As compared to the ones with
baseline reward function, the MSRM-based DRL algorithms
demonstrated consistent performance in improving the training
quality in terms of convergence, explained variance (DDQN
only), energy management performance, as well as battery
over-charging protection. The simulation has been conducted
using the actual load data from the Cardiff Council commu-
nity. The methods have also benchmarked with the optimal
and MPC-based scheduling strategies, and it is shown that
PG-MSRM performs well in terms of relative cost, self-
balancing rate, and computational time. It is hoped that the
proposed assessment can inform the deep reinforced learning-
based energy management’s state of the arts and contribute
to promoting the adoption in naturally stochastic microgrid
infrastructure.
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